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Abstract—In this paper, a hierarchical distributed energy management of multimicrogrids (MMGs) with energy routing is proposed. Existing control strategies for power sharing, transient performance, and economic-emission dispatch in microgrids with distributed generators (DGs) fall short in providing good dynamic performance. To address this issue, a hierarchical distributed optimization is proposed by using top–down approach, which decomposes original economic-emission dispatch of MMG scenario into individual microgrid (MG) and energy routing subproblems. Distributed electric vehicle charging, intermittent photovoltaic source, and battery energy storage system are incorporated in the optimization model. Using multiagent system model for DG, a dynamic performance controller (DPC) is proposed for each MG to achieve improved performance during transients. Convergence of optimization algorithm is proved using Lyapunov theory. Performance evaluation results show that the proposed DPC for economic-emission dispatch improves system performance significantly during either load or generator switching.

Index Terms—Distributed generation, dynamic performance, energy router, economic-emission dispatch, multiagent system (MAS).

I. INTRODUCTION

Environmental concerns and anticipated global energy crisis have accelerated efforts to increase reliability and improve economic efficiency of power systems. As a result, more and more renewable energy sources are being integrated, resulting in reduced carbon emissions. Particularly, the use of photovoltaic (PV) systems, battery energy storage systems (BESS), wind turbines, and fuel cells, etc., has emerged as an attractive solution to meet energy demands of a small community in a distributed manner giving birth to community MGs. These MGs are becoming integral part of today’s power system infrastructure giving birth to cluster of MGs or multimicrogrids (MMGs) [1]–[4] for distributed energy management.

An MG typically is a low-voltage power distribution network comprising of different distributed generators (DGs), controllable electric loads, and energy storage devices. MGs can operate both in islanded as well as grid-connected modes [5]. A DG refers to a small power generation unit, which usually has capacity of few megawatt. The DGs in an MG can communicate with each other through a suitably designed communication network for optimal power sharing, energy state monitoring, and distributed control. In recent years, the increased penetration of these MGs has posed additional requirements and challenges for power system operators, such as dynamic economic dispatch (DED), efficient control of transients in case of source-load fluctuations, and power quality among many others.

Economic dispatch is commonly defined as the process of determining the optimal generation cost and meeting load demands along with operational constraints. Different solutions have been proposed for ED, such as DED, real-time ED (RTED), to name a few. The authors in [6] have formulated DED problem as a two-stage primal-dual problem using Lagrangian relaxation. A possible extension is distributed DED that can be implemented by using multiagent system (MAS) architecture [7]. A relaxation of economic dispatch (RED) problem using distributed Laplacian based first-order dynamics is discussed in [8]. A key limitation of the above-mentioned ED solution approaches is inferior dynamic performance in case of load or source transients.

Conventionally, the ED problem for traditional power systems is performed on a slower time scale (see Fig. 1) independent of automatic generation control (AGC) that is performed at faster time scale. In case of an MG, load demand uncertainties as well as the number of renewable sources are on the rise, which result in frequent source-load transients as well as larger power fluctuations. This demands for faster ED to not only improve the economical efficiency of the system but also to bridge the short time gap between ED and AGC [9]. The authors in [10] have proposed to integrate AGC and ED for real-time optimization, where ED in the feedback loop is activated at discrete time instants.
However, this solution suffers from poor dynamic performance due to ED activation at slower time scale.

DED that can respond to fast fluctuations in the generation as well as load demand [11], for interconnected MGs [12], is therefore highly desirable to optimize energy management, control energy flow among MGs and ensure supply–demand balance [13]. To meet these objectives, conventional primal-dual algorithm based ED is extended in this paper to an augmented Lagrangian based dynamic control allowing the implementation of a dynamic performance controller (DPC). A hierarchical design involving multiagent system (MAS) based MG control architecture and energy router based inter-MG power flow control, is proposed for energy management in MMG scenario. Traditionally, multiagent-based architecture converges to average consensus [14], which effectively leads to equal load sharing among DGs in an MG, which may lead to poor economic efficiency. To address this limitation, a relaxation of consensus constraint is introduced. The proposed approach is equally useful for grid connected as well as islanded modes of operation. However, it is more effective for islanded mode of operation, since transients can be more pronounced in that case. Key contributions of this paper are summarized below.

1) Optimization problem formulation as hierarchical distributed optimization for MMGs using augmented Lagrangian based control algorithm for single MG to improve dynamic performance.

2) Multiagent communication system architecture for MG and energy router for controlling inter-MG power flow for MGs.

3) Optimal power sharing among DGs integrated with renewable energy sources and distributed charging loads, such as electric vehicle (EV) along with economic-emission dispatch.

The paper is organized as follows. In Section II-A, MMG system architecture is outlined. This section also provides communication framework using multiagents. Optimization problem formulation for hierarchical distributed optimization for MMGs with energy routers is presented in Section III. The problem is further decomposed into multiple subproblems for simultaneous optimization. An augmented Lagrangian based optimized control is provided for an MG with renewable and nonrenewable energy sources in Section IV. Performance evaluation results are provided in Section V, and conclusion in Section VI.

II. SYSTEM MODEL

The key components of an MMG system architecture include the MG itself along with the devices used to create connectivity among multiple MGs. Next, we discuss these two components to elaborate the system model.

A. Single MG System Architecture

Each MG has certain number of DGs connected to it, which are responsible for economic power sharing to meet the load demand. In the present study, it is assumed that each MG has traditional DGs, renewable energy sources e.g., PV panels along with BESS. In addition, controllable loads are connected to each MG, whose values can be configured.

MG employs hierarchical control strategy and uses primary control to maintain operating voltage and frequency. Secondary control provides active and reactive power control, which is also termed as AGC, while tertiary control is used to implement ED. To minimize generation cost, different DGs are operated at optimal power generation point. It is assumed that the controllers installed with the renewable sources are responsible for delivering energy to the system, but they do not take part in the ED. Rather the DGs with only nonrenewable energy sources participate in the ED to improve the system performance during transients.

For distributed implementation of ED in each MG, we select a set of N DGs and correspondingly define set $\mathcal{N} = \{1, 2, \ldots, N\}$. Each DG, has an associated group of neighboring DGs, which are denoted by the set $\mathcal{N}_i \subseteq \mathcal{N}$. The set $\mathcal{N}_i$ includes all of the DGs that have direct communication link with $\mathcal{D}_i$. The communication links between any pair of DGs are assumed to be bidirectional. This scenario can be modeled using an undirected graph $\mathcal{G}_d = (\mathcal{N}, E)$, where $E$ represents the set of all communication links that exist among the DG pairs.

Now, for the above-mentioned graph $G$, define an adjacency matrix $A = A(\mathcal{G}_d)$, with $A \in \mathbb{R}^{N \times N}$. Each element $a_{l,m} \in A$, is set equal to 1, when the link $(l, m) \in E$, that is the corresponding communication link exists between $\mathcal{D}_l$ and $\mathcal{D}_m$, and is set to 0 otherwise. If $a_{l,m} = 1$, then $\mathcal{D}_l$ and $\mathcal{D}_m$ are considered to be adjacent to each other. Now, using the communication view point, the degree $d_l$ of a generator $\mathcal{D}_l$ is defined as the total number of DGs that are adjacent to it and can be evaluated as $d_l = \sum_{m \in \mathcal{N}_l, m \neq l} a_{l,m}$, $\forall l$. Define $D \in \mathbb{R}^{N \times N}$ as the diagonal matrix with corresponding entries $d_l$, $l \in \{1, 2, \ldots, N\}$ and is termed as the degree-matrix for the graph $G$. Now using the adjacency and degree matrices, one can define the graph Laplacian matrix, $M$ as $M = D - A$. The Laplacian matrix $M$ has all of its row sums equal to zero, i.e., $M1 = 0$, where 1 represents an all ones vector. For proper communication among distributed agents, it is assumed that the delay to transmit the parametric...
DGs. For this purpose, a quadratic cost function \( C_i \) with an objective function to minimize total generation cost of any pair of connect MGs.

**Economic-Emission Cost**

Among the three pollutants, NO\(_x\), CO\(_2\), and SO\(_x\), considered in literature, CO\(_2\) is the most dominant. Pollutant emission cost, \( E_i(p_i) \), follows quadratic cost \([15],[16]\) and is given by

\[
\sum_i E_i(p_i) = \sum_i a_i p_i^2 + b_i p_i + c_i, \forall i
\]

where \( a, b, \) and \( c \) are pollutant emission cost coefficients. Since \(1\) and \(2\) are both quadratic functions, these can be combined into one function by adding \(1\) and \(2\) making it an economic-emission cost function as given below

\[
\sum_i D_i(p_i) = \sum_i A_i p_i^2 + B_i p_i + C_i, \forall i
\]

where \( A_i = a_i + \alpha_i, B_i = b_i + \beta_i, \) and \( C_i = c_i + \gamma_i \) are economic-emission cost coefficients.

**B. MMG Architecture Using Energy Router**

![MGs with energy routing.](image)

A. **Economic-Emission Cost**

The ED problem is formulated as an optimization problem with an objective function to minimize total generation cost of DGs. For this purpose, a quadratic cost function \( C_i \) is defined as below

\[
\sum_i C_i(p_i) = \sum_i \alpha_i p_i^2 + \beta_i p_i + \gamma_i, \forall i.
\]

In \(1\), \( p_i \in \mathbb{R} \), \( \mathbb{R}^N \) represent the power delivered from generator \( i \), while \( \alpha_i, \beta_i, \) and \( \gamma_i \) are the generation cost coefficients of the \( i \)th generator. The economic-emission dispatch problem can be modeled by incorporating cost of reducing pollutant emissions (e.g., reducing emissions of CO\(_2\), NO\(_x\), and SO\(_x\)).

**B. Supply–Demand Balance and Power Exchange Between MGs**

Conventional thermal generators and PV generators are considered in this analysis. Now, define the following parameters.

\[
\begin{align*}
G_{(G)} & : \text{Power generated by } i\text{th DG in } m\text{th MG}, \\
PV & : \text{PV power from } m\text{th MG}, \\
EV & : \text{Battery power from } m\text{th MG}, \\
L_{dm} & : \text{Power flowing from } k\text{th MG to } m\text{th MG} \text{ and governed by } \text{energy router}, \\
L_{dm}^{(EV)} & : \text{Total load as sum of conventional load, } L_{dm} \text{ and distributed } \text{EV load, } L_{dm}^{(EV)} \text{ in } m\text{th MG}, \\
p_{(G)} & : \text{Difference of total power received by } m\text{th MG from } k\text{ MGs and total power delivered by } m\text{th MG to } j\text{ MGs}, \\
L_{dm} & : \text{Power supply–demand balance can be written as}
\end{align*}
\]

\[
\sum_k p_{(G)} + p_{(PV)} + p_{(EV)} + \left( \sum_k p_{k,m} - \sum_j p_{m,j} \right) = L_{dm} + L_{dm}^{(EV)}, \forall m
\]

Therein, an MG can inject power into another MG, if it has surplus power. It is assumed that main grid will play a role of passive constant grid and will not participate in optimization.

All interlinked MGs will exchange power and energy router will ensure this power sharing.

**C. Cost of PV Power Intermittency**

Distributed renewable energy resources may generate power fluctuation because of uncertain generation behavior. It is
TABLE I
BESS PARAMETERS

<table>
<thead>
<tr>
<th>BESS</th>
<th>( \eta_p )</th>
<th>( \eta_e )</th>
<th>( \eta_{loss} )</th>
<th>Min. output (kW)</th>
<th>Max. output (kW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.15</td>
<td>0.01</td>
<td>0.1</td>
<td>-50</td>
<td>50</td>
</tr>
<tr>
<td>2</td>
<td>0.2</td>
<td>0.12</td>
<td>0.2</td>
<td>-50</td>
<td>50</td>
</tr>
<tr>
<td>3</td>
<td>0.3</td>
<td>0.01</td>
<td>0.3</td>
<td>-50</td>
<td>50</td>
</tr>
</tbody>
</table>

assumed that each MG will have PV power sources, whose power output variation will also affect power sharing among interconnected MGs. To account for this fact, an intermittency cost component is introduced in the objective function in (8a). The operational and maintenance costs of PV are minimal and are ignored. Cost function for lumped PV power, \( p_{m}^{(PV)} \) in mth MG can be modeled as

\[
C_m\left(p_m^{(PV)}\right) = m_1p_m^{(PV)} + \epsilon_m \exp\left(m_2 - p_m^{(PV)}\right) \quad \forall m
\]  

where \( m_1 > 0 \), \( m_2 > 0 \), and \( \epsilon_m > 0 \). The first term in (5) denotes the direct operating cost, while the second term denotes the penalty on curtailment of PV power generation [17].

D. Operational Cost of BESS

A BESS is included and batteries are charged when buying price is cheaper and vice versa. Batteries are operational with reasonable depth of discharge and battery operational cost, \( B_m \) for lumped battery power, \( p_m^{(B)} \) in mth MG is modeled as [18],

\[
\sum_{m} B_m \left(p_m^{(B)}\right) = \sum_{m} \eta_p p_m + \eta_e |p_m| + \eta_{loss} p_m^2, \quad \forall m
\]

where \( \eta_p \) and \( \eta_e \) are electricity price and battery cost parameter, respectively, and \( \eta_{loss} \) is the loss cost parameter (see Table I).

E. Energy Router and Cost of Power Exchange

In smart grid scenario, consumers can share and exchange energy-like information in the internet. The energy router is an emerging device concept [19]–[21] that is based on advanced power electronic techniques for control of energy exchange among MGs. Energy router in MMG scenario aims at increasing energy exchange efficiency and optimizes dispatch of energy between MGs.

We have modeled cost of power exchange between MGs connected through energy router as a quadratic cost function. Effectively, the quadratic cost function discourages power exchange between any pair of MGs that are connected through an energy router. This enables the system to keep efficiency loss to minimum by reducing conversion losses incurred by the power converter. In addition, it also reduces line losses by reducing power flow between generators and loads that are far apart. Now, the cost of power transfer, \( F \) from \( k \)th MG to \( m \)th MG can be conveniently defined as

\[
F = u_m p_{k,m}^2
\]

where \( u_m \) is cost coefficient for power transfer between MGs and \( p_{k,m} \) is power flowing from \( k \)th MG to \( m \)th. The value of \( u_m \) is taken as 1.

F. Optimization Problem Formulation for MMG

There is an underlying tradeoff among the conflicting objectives of reducing cost of pollutant emissions, reducing generation cost of thermal generators, reducing operational and curtailment cost of PV and cost of power transfer between MGs with the help of energy router. The multiobjective economic-emission dispatch problem with PV penetration and power exchange between MGs can now be formulated for all \( m \) MGs, based on above details as follows.

\[
\min \sum_{m} \left\{ \sum_{i} D_i \left(p_{1,m}^{(G)} + C_m \left(p_m^{(PV)}\right) + B_m \left(p_m^{(B)}\right) \right) + \sum_{k} F_m \left(p_{k,m}\right) \right\} \quad (8a)
\]

subject to \( M_m p_m + \delta_m \geq 0 \),

\[
\sum_{i} p_{1,m}^{(G)} + p_m^{(PV)} + p_m^{(B)} + \sum_{k} \left( p_{k,m} - \sum_{j} p_{m,j}\right) = L_{dm} + L_{dm}^{(EV)}, \quad (8c)
\]

\[
\left. \begin{array}{l}
\min_{p_{1,m}} \leq p_{1,m} \\
\min_{p_{m,j}} \leq p_{m,j} \leq \max_{p_{m,j}}
\end{array} \right\} \quad (8d)
\]

where \( M_m \) is the Laplacian matrix of DGs in \( m \)th MG and \( p_m \) is a vector of powers generated from all DGs in \( m \)th MG. The first inequality constraint in (8b) is termed as the relaxed consensus constraint with relaxation coefficient \( \delta_m \). When \( \delta_m = 0 \), \( M_m p_m = 0 \), then this constraint becomes the consensus constraint. The second equality constraint in (8c) is supply–demand balance. The third constraint in (8d) is about upper and lower power limits of DGs in an MG. A partial Lagrangian function, \( \lambda_a \) for MMG case can now be derived from (8a) and is given by

\[
\min \left( \lambda_a \left(p_{1,m}^{(G)}, p_{k,m}^{(PV)}, p_{m}^{(B)}, \lambda \right) = \sum_{m} \left\{ \sum_{i} D_i \left(p_{1,m}^{(G)} \right) + B_m \left(p_m^{(B)}\right) + C_m \left(p_m^{(PV)}\right) \right\} + \sum_{k} F_m \left(p_{k,m}\right) + \sum_{m} \lambda_m \left(L_{dm} + L_{dm}^{(EV)} \right) - \sum_{i} p_{1,m}^{(G)} - \sum_{k} p_{m,k}^{(PV)} - \sum_{m} \sum_{j} p_{m,j} \right\}
\]

subject to \( M_m p_m + \delta_m \geq 0 \), \( p_{1,m}^{(G)} \leq p_{1,m} \leq p_{1,m}^{\max} \)

Problem in (9) can be decomposed into two subproblems, namely MG subproblem and energy router subproblem that can be solved independently.
1) MG Subproblem: This problem is solved for each MG separately. The objective in this case is to solve (10) and generate optimal powers from each DG i.e., \( p^\ast_{i,m} \), operate PV power sources at \( p_m^{(PV)} \) and operate batteries with optimal charging/discharging powers at \( p_m^{(B)} \). Each MG subproblem involves solving a multiagent problem of its own and can be considered a second level of distributed optimization.

\[
\min \sum_i D_i \left( p_{i,m}^{(G)} \right) + C_m \left( p_m^{(PV)} \right) + B_m \left( p_m^{(B)} \right) + \lambda_m \left\{ L_{dm} + L_{d}^{(EV)} - \sum_i p_{i,m}^{(G)} - p_m^{(PV)} - p_m^{(B)} \right\}
\]

subject to \( M_m p_m + \delta_m \geq 0, \quad p_{i,m}^{\ast} \leq p_{i,m}^{(G)} \leq p_{i,m}^{\ast} \max \quad (10) \)

2) Energy Router Subproblem:

\[
\min F_m \left( p_{k,m} \right) - \lambda_m \left\{ \sum_k p_{k,m} - \sum_j p_{m,j} \right\} \quad (11)
\]

3) Dual Problem:

\[
\max g(\lambda) = L \left( p_{i,m}^{(G)}, p_{k,m}^{(PV)}, p_{m}^{(B)}, \lambda \right) \quad (12)
\]

G. Distributed Implementation

Each MG is considered as a node in a higher level power network with a tree-like structure. In this scheme, the energy is routed from the MG with surplus power generation capacity to the MG, which has power shortage to supply its internal loads. The shortage of power can happen due to unavailability or intermittency of one of its DGs. An MG can receive power from another MG with lower cost of production. Each MG problem involves a multiagent problem and is solved independently by each MG. MG subproblem (10) solves for \( p_{i,m}^{(G)} \), \( p_m^{(PV)} \), \( p_m^{(B)} \) and sends this information to dual problem (12) and it sends back optimal incremental cost \( \lambda_m^{\ast} \). Similarly, energy router problem (11) computes optimal \( p_{i,m}^{(G)} \) and sends this information to dual problem (12) and it sends back optimal incremental cost \( \lambda_m^{\ast} \) to router problem (11). Effectively, this problem decomposition implements a hierarchical distributed optimization. The advantage of this scheme is its scalability and ease of implementation.

Many more clusters of MG and energy routers can be incorporated in a tree-like structure without much computational overhead.

IV. DYNAMICS AND OPTIMIZED CONTROL OF MG SUBPROBLEM

For single MG, the optimization problem (8a) reduces to MG subproblem (10). The previously used notation for MG e.g., using subscript \( m \) can be dropped conveniently simplifying notation and therefor, in (10), \( M \in \mathbb{R}^{N \times N} \) and \( \delta \in \mathbb{R}^N \).

\( L_d \) denotes the load demand in each MG. The first equality constraint is supply–demand balance. The second equality constraint in (10) is termed as the relaxed consensus constraint with relaxation coefficient \( \delta \). When \( \delta = 0, M_p = 0 \), then this constraint becomes the consensus constraint. By allowing \( \delta \geq 0 \), and correspondingly \( M_p + \delta \geq 0 \), consensus constraint is relaxed, which in turn provides the flexibility to reduce the overall generation cost. The last set of constraints in (10) are individual generator minimum and maximum power generation limits. In (10), \( p_m^{(B)} \) is power output from PV panels, \( p_m^{(B)} \) is power output from battery unit, \( L_d^{(EV)} \) is distributed charging load due to EVs, which also affects system transients. The problem in (10) can be solved using the Lagrangian duality. In conventional ED problem, a constrained optimization problem is formulated using Lagrange multiplier theory. As shown later in this section, this conventional approach is equivalent to integral-based control, which results in poor dynamic performance. To improve the dynamic performance, DPC-based optimized ED solution approach is proposed. Due to the inherent integral control action, the dynamic performance of optimized power generation may not be satisfactory. The Lagrangian, \( L_d \), for the optimization problem (10) is defined as given below.

\[
\hat{L}_d \left( p, p_m^{(PV)}, p_m^{(B)}, \lambda, \Phi \right) = \sum_i D_i \left( p_i \right) + C_m \left( p_m^{(PV)} \right) + B_m \left( p_m^{(B)} \right) + \lambda \left\{ L_d + L_d^{(EV)} - \sum_i p_i - p_m^{(PV)} - p_m^{(B)} \right\} + \Phi \left( \lambda \delta \right) - \sum_i \left( \Theta_m^{\ast} \min \left( p_i - p_i^{\min} \right) \right) \quad (13)
\]

In (13), \( \lambda \) and \( \Phi \) are the Lagrange multipliers (or dual variables) for equality constraints in (10) associated with the load–supply balance and consensus, respectively, and \( \Theta_m^{\ast} \min \) and \( \Theta_i^{\ast} \max \) are Lagrange multipliers for inequality constraint in (10) for each DG. Using (13), next the primal-dual dynamics is developed. The optimal conditions for the optimization problem in (10) can be achieved by taking partial derivatives of \( L_d \) with respect to each decision variable and setting each equation in (14) equal to zero. Without considering the generator inequality constraints, a set of first-order dynamic equations for single MG can be derived as follows.

\[
\dot{p}_i = k_{p_i} \left\{ D_i'(p_i) - \lambda + \Phi \delta M_i \right\}, \quad \forall i
\]

\[
\dot{p}_{PV} = k_{PV} C_m \left( p_m^{(PV)} \right), \quad \dot{p}_B = k_B B_m \left( p_m^{(B)} \right)
\]

\[
\dot{\lambda} = k_{\lambda} \left\{ L_d + L_d^{(EV)} - \sum_i p_i - p_m^{(PV)} - p_m^{(B)} \right\} \quad (14)
\]

In (14), \( M_i \) represents the \( i \)th element of vector \( M \), \( \left[ M \right]_i \), denotes the \( i \)th element of vector \( M \) and \( \Theta_i \in \Phi \). The parameters \( k_{p_i} \), \( k_{PV} \), \( k_B \), and \( k_{\lambda} \) are the step size scaling coefficients, while the notation \( \{ z \}^+ \) in (14) is defined as \( \max(0, z) \). It should be realized that the generator power updates, based on the dynamics given by the first expression in (14), are subject
to the minimum and maximum power constraints. Let \( u_i = \Phi^\dagger M_i - \lambda \) be the control action. Using the expression for \( \lambda \) from (14) and substituting to the control action \( u_i \), the system dynamic equations can be rewritten as

\[
\dot{p}_i = k_{pi} \left\{ D_i(p_i) + u_i \right\}, \quad \forall i
\]

\[
\dot{p}_{pv} = k_{ppv} C_m \left( p_{m}^{(PV)} \right), \quad \dot{p}_B = k_{pB} B_m \left( p_{m}^{(B)} \right)
\]

\[
u_i = \left\{ \Phi^\dagger M_i - k_{\lambda}, \int_0^1 \left\{ L_d + L_d^{(EV)} - \sum_i \psi_i(\tau) - p_{m}^{(PV)}(\tau) - p_{m}^{(B)}(\tau) \right\}^+ d\tau \right\}, \quad \forall i
\]

\[
\dot{\phi}_i = k_{\phi_i} \int_0^1 \{ [M\phi(\tau)] + \delta_i \}^+ d\tau, \quad \forall i
\]

(15)

The auxiliary variable \( u_i \), in (15) is in fact the control law, which effectively implements an integral control to achieve desired economic-emission dispatch. To improve the dynamic performance during power transients due to any variations in load demand, a distributed DPC-based solution is developed. This is achieved by modifying the system dynamics in (15), to construct an augmented Lagrangian function \( \mathcal{L}_e \) from (13) and is given by

\[
\mathcal{L}_e \left( p, p_{m}^{(PV)}, p_{m}^{(B)}, \lambda, \Phi, \tilde{p} \right) = \sum_i \left\{ D_i(p_i) + C_m \left( p_{m}^{(PV)} \right) + B_m \left( p_{m}^{(B)} \right) \right\}
\]

\[
+ \frac{k_1^{(i)}}{2} \left\{ \lambda \left( L_d + L_d^{(EV)} - \sum_i p_i - p_{m}^{(PV)} - p_{m}^{(B)} \right) \right\}
\]

\[
+ \Phi^\dagger [M\phi + \delta] \left( \right) + \left( k_2^{(i)} \right)/2 \left\{ \sum_i (p_i - \tilde{p}_i)^2 \right\}
\]

\[
+ \left( k_3^{(i)} \right)/2(L_d + L_d^{(EV)} - \sum_i p_i - p_{m}^{(PV)} - p_{m}^{(B)})^2 \]  \quad (16)

In (16), \( k_1^{(i)}, k_2^{(i)}, \) and \( k_3^{(i)} \) are integral, derivative, and proportional gains, respectively, and \( \tilde{p}_i \) is an auxiliary state variable.

The integral term in (16) is the same as in (13), while two more terms are introduced in augmented Lagrangian. The functionality of these terms will be verified later in this section. It is worth mentioning that the last term with gain \( k_3^{(i)} \), in augmented Lagrangian, is introduced using only supply-demand balance constraint to respond to any variations in the load. Using augmented Lagrangian in (16) the updated primal dual dynamics becomes

\[
\dot{p}_i = k_{pi} \left\{ D_i(p_i) + u_i \right\}, \quad \forall i, \quad \dot{\tilde{p}}_i = \tilde{k}_p(p_i - \tilde{p}_i), \quad \forall i
\]

\[
\dot{p}_{pv} = k_{ppv} C_m \left( p_{m}^{(PV)} \right), \quad \dot{p}_B = k_{pB} B_m \left( p_{m}^{(B)} \right)
\]

\[
\dot{\lambda}_i = \lambda_i \left\{ L_d + L_d^{(EV)} - \sum_i p_i - p_{m}^{(PV)} - p_{m}^{(B)} \right\}, \quad \forall i
\]

\[
\dot{\phi}_i = k_{\phi_i} \{ [M\phi_i] + \delta_i \}^+, \quad \forall i
\]

(17)

where control law \( u_i \) is given by

\[
u_i = -k_1^{(i)} \left\{ \lambda - \Phi^\dagger M_i \right\} + k_2^{(i)} (p_i - \tilde{p}_i) - k_3^{(i)} \psi(\lambda), \quad \forall i.
\]

(18)

The first expression in (17) represents the power system dynamics for economic-emission dispatch and the associated controller, \( u_i, k_{pi} \), is a gain term associated with generators first-order power dynamics. The second expression is responsible for PV power variation due to irradiance and temperature. The third expression is responsible for battery power. The fourth expression effectively implements the derivative control as discussed later, while the fifth and sixth expressions in (17) are the same dual variable updates obtained in (14). The control \( u_i \) in (18) implements a novel dynamic controller called DPC, where \( \psi(\cdot) \) is a linear functional mapping. The first term, in (18), is the integral control action as discussed previously. The last term implements a sort of proportional control action. This can be verified using a simple linear functional mapping as \( \psi(\lambda) = \lambda \). The \( \lambda \) is proportional to \( p_i \), as verified using the third expression of (17) and results in proportional control action. The structure of the proposed DPC is, in fact, a modified version of a basic PID controller. The second term in (18) implements the derivative control action. The second term, \( k_2^{(i)} (p_i - \tilde{p}_i) \), in (18) converges to zero at equilibrium and equivalently, the auxiliary variable \( \tilde{p}_i \) converges to \( p_i \), \( \forall i \). This term is responsible for implementing derivative control action in variable \( p_i \), as verified below. For this purpose, applying Laplace transformation to \( \tilde{p}_i = \tilde{k}_p(p_i - \tilde{p}_i) \), results in

\[
\tilde{p}_i(s) = \frac{\tilde{k}_p}{s + k_{pi}} p_i(s).
\]

(19)

Substituting \( \tilde{p}_i(s) \) from (19) to the expression \( k_2^{(i)} (p_i - \tilde{p}_i) \), it becomes \( k_2^{(i)} \frac{p_i}{s + k_{pi}} p_i(s) \), which implements derivative control in \( p_i \), while the coefficient \( k_2^{(i)} \) implements low pass filtering. Choosing a large value of gain parameter \( \tilde{k}_p \), increases the bandwidth of derivative control.

A. Distributed Consensus Algorithm

Our algorithm is distributed in the sense that no leader or master nodes are needed, while all the nodes (generators) conduct local computation and communicate with their neighbors. The solution to the optimal control problem given in (17) can be found in an iterative procedure by exchanging the primal and dual variables among the DG agents for their computations. By choosing small enough positive values for \( k_{pi}, k_{ppv}, k_{pB}, k_{\phi_i}, k_{\lambda_i} \), and \( k_{phi_i} \), in (17), the update (17) would converge to the optimal point of the problem [22]. However, using (17) requires each node having access to certain global information of the MG’s load demand and power generation of all DGs and values for PV generation. To make the algorithm (17) distributed, instead of using global information, DG agents are allowed to use local value and share this information with their neighboring agents and try to achieve consensus.
Each DG agent gathers information locally and communicate with other neighboring DG agents in the MG. The Laplacian matrix is responsible for connectivity among DGs. The information among the DGs is exchanged using wireless link (e.g., WiFi or Wireless Broadband) based communication interface. Agents communicate at the application level and any agent communication language (ACL) can be employed as the application layer protocol. For instance, FIPA-ACL [23] one possible ACL that can be used for this purpose.

B. Proof of Convergence

The convergence of DPC-based DED can be analyzed using Lyapunov stability theory. For that purpose, let us define \( \bar{p} = [p^T \ p^T_m (PV) \ p^T_m (B)]^T \). It is straightforward to verify that the augmented Lagrangian \( L_c (p, p_m (PV), p_m (B), \lambda, \Phi) \) in (16) is a convex function of \( p \), while it is concave in \( \lambda \) and \( \Phi \). In addition, we minimize \( L_c (\bar{p}, \lambda, \Phi) \) with respect to \( p \), while it is maximized for \( \lambda \) and \( \Phi \). Using this fact and combining it with first-order convexity condition [24], we obtain following expression.

\[
\dot{p}_i = -k_{pi} \frac{\partial L_c}{\partial p_i}, \quad \dot{\lambda}_i = k_{pi} \frac{\partial L_c}{\partial \lambda_i}, \quad \dot{\phi}_i = k_{phi} \frac{\partial L_c}{\partial \phi_i} \quad \forall i. \tag{20}
\]

In (20), \( k_{pi} \) can be either \( k_{pi} \) or \( \hat{k}_{pi} \). Now using the second-order condition for convexity, we obtain

\[
\frac{\partial^2 L_c}{\partial p_i^2} \geq 0, \quad \frac{\partial^2 L_c}{\partial \lambda_i^2} \leq 0, \quad \frac{\partial^2 L_c}{\partial \phi_i^2} \leq 0 \quad \forall i. \tag{21}
\]

For stability analysis, we use Lyapunov theory. Specifically, we use the following candidate Lyapunov function to prove the stability of the proposed dynamic controller.

\[
V (\bar{p}, \lambda, \Phi) = \begin{bmatrix} g(\bar{p}) & g(\lambda) & g(\Phi) \end{bmatrix} Q \begin{bmatrix} g(\bar{p}) \\ g(\lambda) \\ g(\Phi) \end{bmatrix}. \tag{22}
\]

The Lyapunov function, in (22), is based on Krasovskii’s method [25], where \( g(.) \) is a functional mapping of state dynamics as defined later in this section. For the candidate function in (22), the matrix \( Q \) is required to be positive definite i.e., \( Q > 0 \) and \( Q^T = Q \). A possible choice for \( Q \) which fulfills the above mentioned requirements is given by

\[
Q = \frac{1}{2} \begin{bmatrix} \Pi^{-1} & 0 & 0 \\ 0 & k_{\lambda}^{-1} & 0 \\ 0 & 0 & \Gamma^{-1} \end{bmatrix}. \tag{23}
\]

In (23), \( \Pi \) and \( \Gamma \) are diagonal matrices with appropriate dimensions, where \( k_{\phi} \) are diagonal entries of matrix \( \Gamma \), while \( k_{p} \) and \( \hat{k}_{p} \) are diagonal entries of matrix \( \Pi \). Next time derivative of Lyapunov function \( V(\bar{p}, \lambda, \Phi) \), results in

\[
\dot{V}(\bar{p}, \lambda, \Phi) = \begin{bmatrix} \frac{\partial g(\bar{p})}{\partial \bar{p}} & \frac{\partial g(\lambda)}{\partial \lambda} & \frac{\partial g(\Phi)}{\partial \Phi} \end{bmatrix} \begin{bmatrix} \frac{\partial g(\bar{p})}{\partial \bar{p}} \\ \frac{\partial g(\lambda)}{\partial \lambda} \\ \frac{\partial g(\Phi)}{\partial \Phi} \end{bmatrix} Q + Q \begin{bmatrix} \frac{\partial^2 L_c}{\partial \bar{p}^2} & \frac{\partial^2 L_c}{\partial \bar{p} \partial \lambda} & \frac{\partial^2 L_c}{\partial \bar{p} \partial \phi} \\ \frac{\partial^2 L_c}{\partial \lambda \partial \bar{p}} & \frac{\partial^2 L_c}{\partial \lambda^2} & \frac{\partial^2 L_c}{\partial \lambda \partial \phi} \\ \frac{\partial^2 L_c}{\partial \phi \partial \bar{p}} & \frac{\partial^2 L_c}{\partial \phi \partial \lambda} & \frac{\partial^2 L_c}{\partial \phi^2} \end{bmatrix} \begin{bmatrix} \frac{\partial g(\bar{p})}{\partial \bar{p}} \\ \frac{\partial g(\lambda)}{\partial \lambda} \\ \frac{\partial g(\Phi)}{\partial \Phi} \end{bmatrix} \begin{bmatrix} \dot{\bar{p}} \\ \dot{\lambda} \\ \dot{\phi} \end{bmatrix}. \tag{24}
\]

Now let us define \( g(\bar{p}) = \dot{\bar{p}}, g(\lambda) = \dot{\lambda}, g(\Phi) = \dot{\Phi} \). Combining this, with first- and second-order convexity conditions given in (20) and (21), results in the following expression.

\[
\dot{V}(\bar{p}, \lambda, \Phi) = \begin{bmatrix} \dot{\bar{p}} & \dot{\lambda} & \dot{\phi} \end{bmatrix} \begin{bmatrix} \frac{\partial^2 L_c}{\partial \bar{p}^2} & \frac{\partial^2 L_c}{\partial \bar{p} \partial \lambda} & \frac{\partial^2 L_c}{\partial \bar{p} \partial \phi} \\ \frac{\partial^2 L_c}{\partial \lambda \partial \bar{p}} & \frac{\partial^2 L_c}{\partial \lambda^2} & \frac{\partial^2 L_c}{\partial \lambda \partial \phi} \\ \frac{\partial^2 L_c}{\partial \phi \partial \bar{p}} & \frac{\partial^2 L_c}{\partial \phi \partial \lambda} & \frac{\partial^2 L_c}{\partial \phi^2} \end{bmatrix} \begin{bmatrix} \dot{\bar{p}} \\ \dot{\lambda} \\ \dot{\phi} \end{bmatrix}. \tag{25}
\]

Substituting (25) to (24), we obtain

\[
\dot{V}(\bar{p}, \lambda, \Phi) = \begin{bmatrix} \dot{\bar{p}} & \dot{\lambda} & \dot{\phi} \end{bmatrix} \begin{bmatrix} \frac{\partial^2 L_c}{\partial \bar{p}^2} & \frac{\partial^2 L_c}{\partial \bar{p} \partial \lambda} & \frac{\partial^2 L_c}{\partial \bar{p} \partial \phi} \\ \frac{\partial^2 L_c}{\partial \lambda \partial \bar{p}} & \frac{\partial^2 L_c}{\partial \lambda^2} & \frac{\partial^2 L_c}{\partial \lambda \partial \phi} \\ \frac{\partial^2 L_c}{\partial \phi \partial \bar{p}} & \frac{\partial^2 L_c}{\partial \phi \partial \lambda} & \frac{\partial^2 L_c}{\partial \phi^2} \end{bmatrix} \begin{bmatrix} \dot{\bar{p}} \\ \dot{\lambda} \\ \dot{\phi} \end{bmatrix}. \tag{26}
\]

The stability of DPC is established by using the second-order condition for convexity in (26). In particular, we get \( \dot{V}(\bar{p}, \lambda, \Phi) \leq 0 \) by using the LaSalle’s invariance principle [25].

V. Performance Results

A. MG1: Single MG

For the optimized power flow control from DG, a network of four DGs [26] is studied. Each DG consists of a controller, an energy source, and a power converter. The proposed DPC algorithm is applicable for both grid connected as well as islanded mode of operation. Connectivity among four DGs in MG1 is illustrated in Fig. 3. For given connectivity graph among DGs in MG1, corresponding Laplacian matrix \( \Pi \) for MG1 is given by

\[
\Pi = \begin{bmatrix} 1 & -1 & 0 & 0 \\ -1 & 3 & -1 & -1 \\ 0 & -1 & 2 & -1 \\ 0 & -1 & -1 & 2 \end{bmatrix}. \tag{27}
\]

Maximum power generation limits for four generators are tabulated in Table II. Generator minimum power limit, \( p_i^\text{min} \) is set to 0.5 MW for all generators. It is assumed that generators are conventional thermal power units with cost parameters given in Table II, which are obtained from [27]. Emission cost parameters in Table II are derived from [15]. A total power demand of 4 MW is assumed. Information among the DGs is exchanged using an IEEE 802.15.4 based communication interface, which provides data rate of 250 Kbps. Step size scaling coefficients...
are configured with constant values as $k_{p_1} = 2000$, $\tilde{k}_{p_1} = 400$, $k_{\delta_1} = 20$, $\forall i$, and $k_\gamma = 30$

1) Performance Analysis for DPC: In this case, the performance of integrator-based controller is compared with the proposed DPC-based optimized power generation for ED. For this scenario, the parameter $\delta$ is set equal to one-half of the load demand. This setting restricts the maximum generated power difference between any pair of generators not more than half of the load demand. The performance of integral control for ED is shown in Fig. 4. It can be observed from Fig. 4 that the system response exhibits poor transient performance. There is high overshoot at the beginning as system tries to adjust the power from different generation units. It takes approximately 0.60 s to reach steady state. Transients are introduced at 2 and 4 s time instances, by exposing the system to step changes in load demands i.e., from $\frac{1}{2}L_d$ to $L_d$ and then to $\frac{3}{4}L_d$, respectively. For these step changes in the load demand, poor transient performance is observed again. Same load transient scenario is applied to optimized DPC and the response is shown in Fig. 5. Values for DPC gains used for this case are tabulated in Table III. From Fig. 5, a significant improvement is observed in transient performance and system settles in less than 0.2 s. In addition, overshoot is also reduced considerably, as shown in Fig. 5.

2) Effect of PV Power Variation: To further explore the transient response of proposed solution, PV power variation is taken into account. A step change in PV power from its nominal generation of 1.5–1.2 MW is tested. The DGs power generation due to PV power variation at 1–2 s interval is adjusted. Load $L_d$ is reduced at 3 s instance from 4 to 3 MW and corresponding DGs power generation is reduced, resulting in reduced thermal generation cost and emission cost. Fig. 6 clearly shows a superior performance of the optimized control under load and source PV power variation, while resulting in improved dynamic performance.
Fig. 5. Optimal power generation based on DPC type optimized control.

TABLE III

<table>
<thead>
<tr>
<th>Parameter</th>
<th>DG1</th>
<th>DG2</th>
<th>DG3</th>
<th>DG4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_1$</td>
<td>0.006</td>
<td>0.006</td>
<td>0.008</td>
<td>0.008</td>
</tr>
<tr>
<td>$k_2$</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>$k_3$</td>
<td>0.1</td>
<td>0.18</td>
<td>0.2</td>
<td>0.06</td>
</tr>
</tbody>
</table>

Fig. 6. Effect of PV power intermittency and load variation on DG power output.

3) Effect of Time Varying EV Load on Integral and Optimized Controller: In this case, the measured data from [28] is used to model load of an EV charging and discharging for a Nissan Leaf EV, having 50 kW normal charging load to get further insight on the transient behavior of proposed solution. The results are shown in Fig. 7(a) and (b). When the charging load of 5 MW for a fleet of Nissan Leaf EVs is applied for up to 1.5 s, the generators share this load. A step change in load is introduced at 1.5 s. Performance of integral control is compared with that of proposed DPC. As depicted in Fig. 7, integral controller has poor transient performance compared to DPC. After 2 s, the EV batteries are discharged, the load demand on generators due to EV’s batteries is also adjusted and followed closely by the DGs. From these results, it is obvious that DPC has superior dynamic performance compared to integral controller and distributed optimized control is adapting time varying load conditions. In a different scenario with the presence of time varying EV charging load, DG power adjustment, emission cost, and generation cost variations are studied. In this case, EV charging load, $LEV = 50$ kW is varied at $t = 2$ s for a single Nissan Leaf EV along with normal load of $L_d = 500$ kW applied to MG. Fig. 8(a)–(c) shows the results for DG power adjustment, emission cost, and generation cost of the generators. It is obvious from these results that distributed optimization is working and dynamics in each case is following time varying EV load.

B. MMG With Energy Routing

1) Power Sharing Between Two MGs: Two MGs, MG1 and MG2 have been considered in this case. The connectivity between MG1 and MG2 having four and three DGs, respectively, is illustrated in Fig. 3. For given connectivity among DGs in MG1 the corresponding Laplacian matrix $M_1$ is given in (27)

$$M_1 = \begin{bmatrix} 2 & -1 & -1 \\ -1 & 2 & -1 \\ -1 & -1 & 2 \end{bmatrix}.$$  

Various parameters such as generation and emission cost coefficients, power limits of various DGs, PV power and EV loads are provided in Table II. Each MG has a PV power source with maximum power rating of 1 MW. Simulation results are provided in Fig. 9. MG1 is supplying a load of 4 MW when there is an additional 1 MW demand from 10 to 30 s as shown in Fig. 9(a). MG1 can meet this load demand because its DGs can provide additional power. Some of this power will be provided by DGs of MG1 but not all due to its increased generation cost. At this instance energy router allows power flow from MG2 to MG1, due to lower generation cost at MG2 (see MG2 parameters in Table II). MG2 DGs will generate additional power to partly meet the load demand of MG1 as shown in Fig. 9(b). As a result, power flows from MG2 to MG1 as shown in Fig. 9(c).

2) Energy Output/Demand and Comparison With [17]: In this case, we compare performance of our proposed control with Fig. 5(a) from [17]. The basis of comparison is with (31) in [17], which is quadratically augmented Lagrangian function. A distributed consensus based ADMM algorithm is developed by authors and results are obtained for optimal powers [17]. In our case, the choice of Lagrangian function is given by (16). We consider two MGs (energy bodies in [17]) MG1 with four generators (participants in [17]) and MG2 with three generators (participants in [17]). The rating of the generators are similar to those used by [17]. Results of this comparison are shown in Fig. 10. Fig. 10(a) and (b) corresponds to Fig. 5(a) in [17]. It is clear from Fig. 10(a) that dynamic performance of ADMM...
is not good and there are power oscillations around the optimal point. We can also observe this in Fig. 5(a) in [17] that there is high overshoot before reaching optimal value. To remove these oscillations, the parameters are tuned further and results are provided in Fig. 10(b). Consensus among generators is achieved but no of iterations to achieve this are increased and there is high overshoot similar to Fig. 5(a) in [17]. Result for proposed control is given in Fig. 10(c), which shows clear improvement in dynamic performance and objective of consensus is also achieved in fewer iterations.

3) Plug and Play Capability Verification and Comparison With [17]: To verify Plug-and-Play (PnP) capabilities, DG1 and DG3 in MG1 are intentionally disconnected at $t = 16.67$ s and $t = 50$ s (their communication links are also interrupted), until...
Fig. 10. Comparison with [17] power output/demand (a) DG powers using’ in [17]. (b) DG powers using ADMM in [17] with better tuning. (c) DG powers using proposed DPC control.

Fig. 11. PnP capability verification and comparison with [17]. (a) MG1 DG powers and load with DG1 and DG3 plug-out/plug-in. (b) MG2 DG powers and load. (c) Power from MG2 to MG1.

VI. CONCLUSION

The problem of optimized control for DG and their ED is considered for a single as well as MMG scenario. Specifically, as a first step, a Lagrangian approach along with MAS model, is used to design a DPC, which provides improved transient performance for single MG scenario. The system model integrates renewable sources, such as PV as well as EVs, to further study the performance improvement provided by DPC. The proposed solution for single MG is extended to MMG by introducing energy router concept. The performance evaluation results also show the performance improvement during load (e.g., EV) as well as source (e.g., PV) transients. The optimal power flow in case of an MMG is achieved using distributed optimization. We anticipate that the scaling of proposed MMG architecture will lead to Energy-Internet.
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