The previous decade has witnessed an explosion of sophisticated techniques and an availability of massive datasets, leading to tremendous advances in the empirical performance of machine learning systems. However, theoretical understanding of these systems and their performance has not kept pace with these advances. Simple and critical questions, such as the number of signal types that a classifier can discern or the number of training samples needed to learn a data model, remain unsolved in general. This talk lays out an analytical framework that harnesses insights from information theory to provide preliminary answers to these questions. The framework has two components: the classification capacity and the information-generalization trade-off. The classification capacity characterizes the fundamental scaling law on the classification of signals lying near low-dimensional subspaces from a small number of linear measurements. By analogy to the Shannon capacity, which limits the number of codewords a receiver can distinguish in noise, the classification capacity specifies how many unique low-dimensional structures a classifier can distinguish. The information-generalization trade-off characterizes the fundamental relationship between the number of available training samples and how well one can learn a classifier in a Bayesian parametric environment. By analogy to the rate-distortion trade-off, which dictates the number of bits needed to describe a random source, the information-generalization trade-off bounds the number of training samples needed for learning in terms of information-theoretic quantities such as entropy and Fisher information. Particularly when there are few training samples, the bounds are tighter than those resulting from the well-known probably approximately correct (PAC) framework. This is joint work with Miguel Rodrigues at University College London, Ahmad Beirami at Harvard, and Robert Calderbank at Duke.
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